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Trading Haltsor Price Limits: Which is Better?

Abstract

We compare the rdative peformance of trading hdts to price limits uang Spanish market
data According to our empiricd evidence, trading activity increases efter trading hdts and
limit hits.  Voldility says a the same levd dfter trading hats but increases after limit hits.
Our evidence dso shows tha the bid-ask spread is reduced after trading hdts, but is even
higher after lower limit hits  For price discovery, information is efficently reflected into
sock prices once trading resumes after trading hdts, but there is evidence of market
overreaction for upper limit hits. Overdl, our result is consstent with Subrahmanyam (1995);
trading hdts seem to perform better than price limitsin achieving their intended gods.
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Trading Haltsor Price Limits: Which is Better?

In efficient markets, asset prices reflect dl publicly avalable information, and prices
change only in response to relevant new information (Fama, 1970). That is, any atificd
interruption imposed on the maket should have little impact on the price movements.
However, organized exchanges generally have specid rules or procedures that come into play
in connection with events that result in, or are likely to result in, large changes in asset prices.
Following the 1987 Crash, the leved of interest in procedures for limiting large and sudden
changes in prices has increased. The Brady Report (1988) suggedts the impostion of circuit
bresker mechaniams, such as trading hdts and price limits, to protect the market system. It
appears that stock exchanges in the U.S. prefer trading hats to price limits. The NYSE has
imposed both market-wide trading hdts, known as Circuit Breskers, and individua news or
order-imbadance trading hdts. The newsrdated trading hdts dso exig in the Nasdag.
However, unlike those stock exchanges, the U.S. futures markets seem to favor price limits.
Many countries in Europe and Asia dso impose price limits on their stock markets'. Our
objective is to compare trading hats with price limits in terms of their rdative effectivenessin
achieving ther intended goas. We answer this question by examining data from the Spanish
stock market where trading halts and price limits co-exist.

By definition, trading hats represent a temporary interruption in the trading of an
individual asset on an exchange, while price limits are boundaries set by market regulators to
confine dally movements of security prices within a predetermined price range. Even though
trading halts and price limits are both considered circuit breskers, they differ in severd ways.
Frg, trading hdts imply a complete cessation of trading activity, but, in the case of price
limits trading is ill pemissble as long as it is within the presst trading range.  Second,
trading hdts do not have limitaions on price movements as price limits do. Third, trading
hdts are not mechanicaly or predictably imposed. They are subjectively imposed under
certain circumgtances by exchange officids or supervisng authorities. Thet is, it is easer for
investors to observe when a price will hit the limits than to predict when a trading hat will be
caled.

! For example, Austria, Belgium, France, Greece, Italy, Netherlands, Spain, Switzerland, and Turkey in Europe
and China, Japan, Korea, Malaysia, Taiwan, and Thailand in Asiahave price limitsin stock markets.

2 We focus on individual trading halts. For details on market-wide circuit breakers imposed on the NY SE,
please see Goldstein and Kavajecz (2000).



When circuit bregkers are activated, proponents argue, investors have more time to
evduate new information and make rationd decisons. In the case of trading hdts, trading is
suspended so investors have a cooling-off period to obtain and digest new information. Price
limits prevent investors from trading outsde the predetermined range; therefore, after a limit
is hit, they can either tade at the limit price or smply decide not to trade. In the latter case,
the effect is amilar to trading hats because there is a cooling-off period for investors to re-
evauate the market information. Based on this cooling-off argument, it is expected that with
trading hats and price limits stock prices become more informative, uncertainty is reduced,
and investors are protected from excessive price movements.

In previous literature, trading hats and price limits are ether trested equdly or studied
separady. Teser (1981) informaly argues that the rule-based price limits are superior to the
discretionary trading hdts because the former are more predictable  Unfortunately, no
theoreticadl mode is developed nor any empiricd test performed to support that argument. To
the best of our knowledge, there are only two studies formaly comparing trading hats with
price limits. Subrahmanyam  (1995) andyzes theoreticdly the rdative dedrability of
discretionary and rule-based procedures to hat trade. He argues that discretionary closures
dlow exchange regulators to bring more information (eg., market liquidity and volatility)
into the closure decison than just the sze of the price movement, so they can be more
effective than price-triggered closures.  Since trading hats are consdered discretionary
closures and price limits are rule-based procedures, based on Subrahmanyam, trading hdts
should be more effective than price limits. Coursey and Dyl (1990) conduct an experimenta
study to compare the market's adjusment to Sgnificant new information when price limits or
trading hdts are present. Ther findings seem to support that the adjustment of asset prices to
new information is more effective in markets with price limits than in ones with trading halts.
Apparently, this result contradicts Subrahmanyam’'s argument. We dtempt to provide
empiricd evidence to resolve these corflicting views. As far as we know, this paper is the
fird to empiricdly compare the peformance of trading hdts and price limits usng market
data

The Continuous Spanish Stock Market, known as the SIBE®, provides an excellent
natural setting for empirically comparing the performances of trading hdts and price limits
because both mechanisms have been adopted in this market. Since trade-to-trade movements
are essentid for conducting microstructure udies, we examine the transaction data from the

3 SIBE stands for Sistema de Interconexion Bursétil Espafiol, which means the Spanish Stock Exchange
Interconnection System.



SIBE. In the spirit of Subrahmanyam (1995), we hypothesize that trading hdts are more
effective than price limits because exchange officids incorporate rdevant information into the
trading hat decison and can ask companies to provide related information. For the purpose
of this paper, we cal this the discretion hypothess. In essence, we investigate the pattern of
trading activity, liquidity, voldility, and the speed of price discovery in the period
surrounding trading hdts and limit hits, and then compare the performances of these two
arcuit-bresking mechanisms. On average, hdted firms are larger in Sze and more actively
traded then limit-hitting firms. Furthermore, reasons for trading hdts are usudly announced
while the triggers for limit hits are oftentimes unclear, egpecidly for smal firms that are not
followed by the press. That is trading hats are cdled discretionarily (thus the discretion
hypothess) with a reason, but limit hits are reached soledy based on the price movement
without a clear reason.

Our results show that trading ectivity increases dfter trading hdts and limit hits
Voldility stays & the same levd dfter trading hdts, but incresses after limit hits We dso
show that the bid-ask spread is reduced after trading hdts, but increases after lower limit hits.
Our spread decomposition andyss provides week evidence showing that the information
asymmetry is reduced after trading hdts, but not after price limits. For price discovery,
information is efficiently reflected into stock prices once trading resumes after trading hdlts,
but there is evidence of market overreaction for upper limit hits. Overdl, our results are
conggent with Subrahmanyam (1995). Trading hats seem to perform better than price limits
in achieving their intended gods namey, to reduce informaion asymmetry and incresse
market liquidity.

The remainder of this paper is organized as follows. The next section summarizes the
theoretical predictions and empiricad findings of reated dudies. Section |l describes the
ingtitutional background of the SIBE. Section Il outlines four hypotheses and presents our
rescarch methodology. Data sdection and sample descriptions are discussed in Section 1V.
Section V provides empirica results of various tests of trading halts and price limits as well as

comparisons between them. Section VI concludes.
|. Related literature
Proponents of trading hats generdly ague tha they provide time for raiond

reessessment of new information by investors and thus decrease market volatlity. Trading

hdts, in this view, ensure that investors have far access to market information, reduce



possble excessve price fluctuations, and thus provide orderly and equitable trading in
financid markets. Greenwad and Stein (1988) argue that when prices are uninformative, the
risks of trading discourage agents from placing their orders. The resulting reduction in trading
volume decreases the informaiveness of prices redive to prices following a trading
cessation. Greenwald and Stein (1991) further argue that the “time out” provided by trading
hats can mitigate the transactiona risk caused by informational imperfection  With trading
hdts, price discovery is enhanced by dlowing better information transmisson during the
price adjustment process.

On the other hand, proponents of price limits emphasize loss reduction and risk
sharing among investors.  Brennan (1986) shows that price limits may act as a patid
ubditute for margin requirements without resorting to codtly litigation.  During periods of
volatile price movements, price limits lower conditiondly expected losses s0 investors are
more likdy to pay margin cdls on time raher than default. Kodres and O'Brien (1994)
examine the wdfae effects of price limits. They diginguish two types of implementation
rsk, namdy, initiaion rik and transactiond risk. Initigion risk concerns shocks to the
underlying value of the asset that lead to price adjusments between the time an investor
decides to place an order and the time the order is submitted. Transactiond risk concerns
shocks that lead to price adjustments between the time orders are placed and the time they are
executed. Based on these risks, their modd shows that price limits may promote better risk
sharing than uncondrained trading when price fluctuations ae driven by news a&bout
fundamentals.

In contrast, a number of modes suggest tha trading hdts and price limits may
actudly reduce the informativeness of prices. In these modeds, trading is necessary for
information didributed across multiple participants to be reflected in prices (Brown and
Jennings, 1989; Grundy and McNichols, 1989). Critics of price limits inggt that price limits
reduce maket liquidity by atificdly intefering with trading ectivity, dday the price
discovery process and weaken market efficiency (Fama, 1989; Lee e d., 1994; Kim ad
Rhee, 1997). The volatlity of a stock price on the limit day will spill over to the following
day(s) because the remaning information will not be reflected until after new limits have
been established.

Previous empiricad evidence does not hdp clarify these conflicting views of theoretical
positions.  Supporting the argument that trading hdts can be beneficid if they are used to
tranamit information during times of unusudly high transaction price uncertanty, Schwartz
(1982) finds that indicator quotes during NYSE trading hats converge toward the reopening



price. In addition, Corwin and Lipson (2000) find that traders actively repostion their trades
during NY SE hdts and tha the changes in the limit order book during the hdt are informative
about the new equilibrium price. Smilaly, Chrigie, Corwin and Harris (2002) find that hat
mechanisms that dlow for increased information dissemination during the hat (eg., Nasdag
hats that reopen with a 90-minute quotation period), appear to reduce more uncertainty
rdaive to hdt mechanisms with little information transmisson (eg., Nasdag hats tha reopen
with a five-minute quotation period). With regard to the effects of limit hitss Ma, Rao and
Sears (1989b) provide evidence that is consstert with the argument that price limits provide a
“cooling-off period” for the market. Ma et a. (1989) find that prices tend to stabilize or
reverse while volatility decreases following limit hits.

On the other hand, there is empirica evidence supporting the opposing view that both
trading hdts and price limits intefere with trading activity and delay the price discovery
process. Feris, Kumar, and Wolfe (1992) andyze the effect of SEC trading suspensions and
find that volatility and volume are higher prior to and after suspensons, but return to ther
prior levels a a later date. Lee et a. (1994) find that NY SE trading halts are associated with
increased volume and volatility, which persst for one day and three days, respectively, after
reingdatement. Chrigie e d. (2002) reach samilar conclusons for Nasdaq news-related halts.
In nonU.S. makets, Kryzanowski and Nemiroff (1988) examine trading hdts on the
Montreal Exchange and conclude that trading activity and volatility increase around the hats.
Wu (1998) dso finds higher variance and trading volume in the post-suspension period than
the pre-susgpension period on the Stock Exchange of Hong Kong, and concludes that
suspensions do not immediatdy ease unusud voldtility.

Because price limits are not imposed on the U.S. equity markets, there is reatively
less empiricd evidence on the effects of price limits. Besdes, results from these sudies are
mixed. Chen (1993) examines the Tawanese market and finds no dgnificant evidence that
price limits reduce return volatility. Kim and Rhee (1997) dudy the effects of price limits on
the Tokyo Stock Exchange and aso conclude that price limits are not useful in mitigating
volatility. However, Lee and Kim (1995) invedtigate the effect of price limits on stock price
volatility usng the Korea Stock Exchange data and find that price limits serve to reduce stock
price volatility.

All of the previous studies andyze the consequences of trading hdts and price limits
separately.  Instead of usng market data, Coursey and Dyl (1990) turn to experimenta
methods to compare the effects of price limits and trading suspendons. They find that
following the dissemination of sgnificant news, the price adjusment process is most efficient



when trading continues without a hdt. It takes longer to find equilibrium prices following a
trading hdt than when trading is uncondrained. The results for price limits fdl between those
for the uncongrained market and the market with the trading hat rule. These results suggest
that trading hats are worse than price limits, and that both are worse than smply letting the
markets trade.  Although these experimental results are intriguing, we must trest them with
some caution.  Frg of dl, in ther experiments, dl traders had the same information, which is
unlikely in the red world. Second, since extreme volatility in the red world is due more to
uncertainty about common vaues than to uncertainty about the didribution of quantity among
traders who value assets differently, their results may have limited rlevance (Harris, 1998).

In sum, the current literature on the performance of trading hats and price limits does
not provide consstent results. In addition, since both mechanisms are studied separately,
there is no cler empirica evidence supporting the relative superiority of one form of circuit
breaker over the other. This paper makes the firg attempt to empiricdly find an answer from
the Spanish stock market, where a unique opportunity for research exists because both
mechanisms are practiced.

Il. Ingtitutional background

According to the Annua Report on the securities market 2000 of the Comision
Nacional del Mercado de Valores (CNMV), a the end of 2000, there were 155 companies
listed on the Spanish dectronic market. The trading volume during 2000 reached 454.6 hillion
dollars. The Spanish dectronic market is rdatively smdl as compared to other internationd
markets. For example, for the same year trading volume was (dl in billion dollars) 11,060.0
in the NYSE, 2,3155 in Tokyo, 4,558.7 in London, 2,120.1 in Germany, and 1,161.9 in
France. However, the Spanish stock market has experienced ggnificant growth in the last
severd years, becoming the fourth mogt active market in the European Union and the seventh
worldwide in 2000.

The Spanish eectronic market, known as the SIBE, is an order-driven market with
automatic disssmingtion of red-time trading information. Trading is managed through a
computerized sysem that dlows the four Spanish stock exchanges (Madrid, Barcelona,
Bilbao and Vdencia) to submit their orders through terminas connected to the mainframe.
The SIBE is managed by the Sociedad de Bolsas, a limited company that is owned equaly by
the four Spanish Stock Exchanges Governing Bodies.  Appendix 1 provides more
information about this market.



In the Spanish stock market, there are two different categories of security-specific
trading hdts on the SIBE: CNMV-initiated suspensions tha are related to news and Sociedad
de Bolsas-initiated suspendons that are initiated after price limits are hit.  The CNMV, the
Spanish verson of the Securities and Exchange Commisson (SEC), is responsble for
regulation, supervison, and inspection of the stock maket and reated activities of dl
individuals and legd entities The CNMV’s am is to watch over the trangparency of the
Spanish stock markets and the formation of prices as wel as to protect investors. One of the
insruments adopted by the CNMV to achieve these objectives is trading suspensons.
Although the rules of suspenson are formulated in broad and vague terms, the CNMV is
authorized to suspend trading on any stock in the Spanish stock exchanges for any durdtion it
deems necessary. The trading suspensions are regulated by Article 33 of the Ley de Mercado
de Valores', which states that the CNMV can suspend trading activity under circumstances
that can disurb the norma development of trading. A trading suspenson remains in force
until authorities believe tha new information related to the security has been released or that
the circumstances provoking the suspenson no longer exist. Trading is reopened with a cal
auction smilar to that used a the opening in the morning. Also, the CNMV is obligated to
suspend trading when a tender offer is presented a the CNMV. According to Article 13 of
Real Decreto 1197/1991, de 26 de Julio, the trading of shares affected by tender offers will be
suspended from the time the agpplication of authorization is presented at the CNMV until the
time when the conditions of the tender offer become public. The objective is to ensure that
aufficient information is avalable for investors to make rationd, informed decisons and to
reduce information asymmetry among market participants.

In the Spanish markets, between November 1999 and May 2001, trading could also be
interrupted due to a trading hat caled by the Comision de Contratacion y Supersivision of the
Sociedad de Bolsas. When stock prices hit the limits, the Sociedad de Bolsas, after sudying
severd chaacteridics of a sock (eg., liquidity, volatlity, accumulated volume, number of
orders, exigence of any dgnificant events), could suspend trading and decide whether to
widen the price limits of that particular tock or not.

The SIBE sets dally upper and lower price limits a a predetermined rate based on the

previous day’'s cloang price. The daly maximum price fluctuation limit was 15% (25% for

“ Regulating law of security markets.



stocks in Nuevo Mercado) during our study period®. Tick sizes (the minimum adlowable unit
that stock price may deviate) vary with market prices. In January 1999, tick Sze changed
because of the adoption of Euros as the currency for trading stocks. Appendix 2 provides the
tick Sze during the period 1998-2001. Stocks that hit their price limits are ill dlowed to
trade as long as the transaction prices are within the limits. Thus, the price limits are Smply
boundaries not triggers for trading hdts, except for the case when the SIBE decides to widen
the boundaries. In such case, trading is hdted until a decison is made. However, this unique
system was in force only between November 1999 and May 2001.

I11. Hypotheses and M ethodology

Proponents of circuit breskers argue that trading hdts and price limits ad in increasing
market effidency by providing time for new information to be reessed, evduated and
incorporated into stock prices. Hence, these mechanisms avoid traders overreaction, making
markets more stable. On the other hand, opponents suggest that these mechanisms interfere
with trading and therefore harm the price discovery process and wesken market efficiency.
Furthermore, if price discovery is ddayed and trading activity is interrupted, the volatility will
Fpill over to the days following trading hats or limit hits.

To date, the effectiveness of trading hdts and price limits is dill under regulatory and
academic debate. It is extremdy difficult to examine the effectiveness empiricaly because
we do not know what would have happened without trading hats and price limits.  Rather
than teding the absolute effectiveness of these two mechanisms, this paper focuses on
comparing their performance relative to each other. In other words, we intend to answer the
question of relative superiority.

To compare the efficacy of trading hdts and price limits we examine the trading
activity, liquidity, voldility, price discovery and efficiency around trading hdts and limit hits.
As dated earlier, we form the Discretion Hypothesis following the argument advanced by
Subrahmanyam (1995). The rationde is tha trading hdts dlow policymakers to bring more
information (eg., maket liquidity and voldility) into the sysem a their discretion while

° Starting from May 14, 2001, this price limit system was replaced by a new method of managing price
fluctuations. Instead of the maximum 15% daily fluctuations (25% for Nuevo Mercado stocks), each stock has
two fluctuation ranges (static and dynamic), which are calculated on the basis of its historical volatility. Any
variation in prices beyond the limits, whether with respect to the latest auction (static price) or the price of the
previous trade (dynamic price), will automatically trigger a 5minute volatility auction that randomly terminates
within a 30-second period. This change is in response to the latest requirements in financial markets and to the
harmonization of trading systemsin Europe.



price limits depend soldy on the sze of the price movement. More importantly, during
trading hdts, firms are required to release information related to the cause of the hat and thus
reduce the degree of informaion asymmetry among maket participants. No such
requirement exists for price limits. Therefore, prices become more informetive after trading
hdts and investors are more willing to provide liquidity to the market. If the Discretion
Hypothess holds, we expect trading hdts to peform better than price limits in improving
liquidity and decressng information asymmetry, which in turn asssts price discovery and
reduces volatility.

A. Analysis of market quality

We begin our andyss by obtaning the vaues of different messures (i.e, trading
activity, liquidity and volatlity) for the period stating 10 days prior to trading hdts or limit
hits to ten days after these events. To examine the rdative performance of trading hdts and
price limits, we peform two kinds of andyses. Fird, we define a pre-event and post-event
period. The pre-event period covers days from -10 to -1, with O being the event day. The
post-event period covers days from +1 to +10. Then, we examine the changes in means and
medians from the pre-event period to the post-event period. Specificaly, for each firm we
cdculate the meaen daly vaues in the pree and post-event periods separately and then we
obtain the cross sectiond means and medians. This andyss gives us a broad idea of the
relative performance of trading hats and price limits. Secondly, we perform a day-by-day
andyds to provide further ingght into the daly changes We focus more on the days
surrounding the event day. If the impact of trading hdts and price limits on trading activity,
liquidity, and voldility is trangtory, the daly andyss will provide direct evidence concerning
their relative performance.

For the impact of trading hdts and limit hits on trading activity, we examine three
measures. trading frequency, trading volume, and trading value. Trading frequency is the
number of trades executed each day for each firm. Trading volume is the number of shares
traded each day for each firm. Trading value is the total euro vaue traded each day for each
firm.

As to liquidity measures, the concept of stock liquidity in the literature has been
defined in terms of soreads and depths. Bid-ask spreads reflect the cost of transactions in the
market. We obtain the quoted spread, the difference between the ask price and the bid price,
and cdculate the relative quoted spread (RQS), the quoted spread divided by the bid-ask
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midpoint. We dso edimate the effective spread, which is twice the absolute vadue of the
difference between the trade price and the bid-ask midpoint, and cdculate the reative
effective spread (RES), the effective spread divided by the bid-ask midpoint. The effective
spread can differ from the quoted spread if transactions are executed at prices above the ask or
bdow the bid®. On the other hand, measures of depth reflect the ability to trade a the
prevailing bid and ask quotes. We cdculate depth in terms of the number of shares and the
vaue in euros available at the prevailing bid and ask prices.

To examine changes in volaility, and with the intention of gaining robustness, we
look at four volatility messures. daytime voldility (DV), high-low (HL), standard deviation of
trade price (SDTP), and standard deviation of midpoint (SDMP). DV is the square of the
daytime return from the midpoint of the first quote of the day to the midpoint of the last quote
of the day. HL is the naturad logarithm of the raio of the highest bid-ask midpoint to the
lowest bid-ask midpoint on each day. SDTP is the standard deviation of the transaction prices
on each day. SDMP isthe standard deviation of the bid-ask midpoints on each day.

In order to gain more ingght into the performance of trading hdts and price limits, we
further divide both mechanisms into two sub-samples. For trading hdts, we identify good and
bad news trading hdts. The tick test of Lee and Ready (1991) is used to classfy individud
trades as buys or sdlIs. If the fird trade after a hdlt is classfied as a buy, the trading hdt is
related to good news. On the other hand, if the firg trade following a hdt is classfied as a
|, the trading hdt is related to bad news. Kryzanowski and Nemiroff (1998, 2001) aso
apply the same methodology to identify bad and good news hdts. As to limit hits, we identify
both upper limit hits and lower limit hits.  Upper limit hits occur when the price hits the upper

limit and lower limit hits occur when the price hits the lower limit.

B. Price discovery and efficiency

To andyze the efficiency of the price discovery around both trading hdts and price
limits, we implement two different andyses.  Fird, we examine the immediate stock price
movement subsequent to the event day. Second, we apply the traditiond event-study
methodol ogy to examine the abnorma return around trading hats and limit hits.

For the price discovery, we apply the Kim and Rhee (1997) methodology to andyze
the immediate stock price movement after trading hdts and limit hits Although they only

® In the Spanish market, transactions cannot be closed inside the quotes, so the effective spread is always equal to
or greater than the quoted spread.
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sudy the effects of upper and lower limit hits, we gpply their procedure for both limit hits and
trading hdts, assmilating upper (lower) limit hits to good (bad) newsredated trading hats.

The daytime return (r,") represents open-to-close return messured by In( P° / P°) and the

overnight return (") represents close-to-open return measured by In( P%,/P°), where P° and

P° denote closing and opening prices respectivdly and t represents the event day. Stock

returns can be pogtive (+), negaive (-) or zero (0), and therefore nine returns series are
possble For wupper limit hits and good-news hdts we cdassfy the st of
{[r2,r"10[+,+],[0,+]} as price continuation, the set of {[r?,r"]0[+,-1,[0,-].[-,*].[-.0], F.-]}
as price reversals, and the set of {[r?,r,"]0[+,0],[0,0]} as no change. For lower limit hits and
bad-news hdts, we classfy the st of {[r?,r,"]0[-,-],[0,-]} as price continuation, the set of
{[r2,r"10[-,+],[0,+],[+,-1.[*+,0], [+,+]} as price reversds, and the set of {[r?,r,"]0[-,0],[0,0]}
as no change. More price continuations imply that the price discovery process is delayed a a
higher degree.  That is, the hdting mechaniam prevents prices from efficiently reaching ther
equilibrium levels. Since there is no limitation on the dze of price movements for trading
hats, we expect to see the percentage of price continuations following trading hdts to be
smdler than that after limit hits.

We examine how effective the trading hats and price limits are in conveying new
information by investigeting stock return behavior around the event day usng event study
methodology. In this andysis we use the daily individuad stock returns and daly returns of a
vadue-weighted market index for the 35 most liquid stocks liged on the SIBE (IBEX35).
Returns are measured by logarithmic price differences adjusted by cash dividends, stock splits
and rights issues. Excess returns are calculated for a study period of +10 trading days around
the event date (day 0) based on the market adjusted returns modd. We define the abnorma
return of firmionday t (ARy) as

ARt= Rt—Rnt (N

where R; is the observed return for security i, and Ry is the return of the IBEX35

index on day t. In the literature, dternative methods have been used to detect abnormal
returns, like the market modd or the mean-adjusted returns modde. We choose the market-
adjusted returns for the following reasons.  Fird, in our sudy, especidly in the limit-hit
sample, it is difficult to goply the other two models because the estimation period needed to
generate expected or norma returns may be contaminated by the occurrence of other trading
hadts and limit hits. Furthermore, Brown and Warner (1985) and Dyckman, Philbrick, and
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Stephan (1984) show that the abilities of the three models to correctly detect the presence of
abnormd performance are amilar when andyzing non-clustered daily returns data.

The daily average abnormd return AAR) for a given day t across n events is defined

MR =18 AR, @

i=1
Based on the event window [-10, +10], we compute the CAAR from a set of windows
embedded in this event window. The Cumulative Average Abnormad Return in the window

(T1, T2) (CAARy, 1)) is

T2
CAAR: 1) =8 AAR 3
t=T,

We peaform both parametric t tests and nonparametric Wilcoxon signed rank tests to
determine the gatistical sgnificance of the abnormd returns.

Snce trading hdts and limit hits are usudly associaed with the arivd of new
information, we examine the process of the market adjustment before, during and after the
occurrence of these events. If both control mechanisms are effective, we expect to find no
abnormd returns prior to or after each trading hat or limit hit. In other words, we expect that
the new equilibrium price will be adjused within the day when trading hdts and limit hits

occur.
V. Data selection and sample description

In this study we use trade and quote data supplied by the Sociedad de Bolsas. The data
include trading volume, trading price, transaction time, the best quotes a the bid and offer
dde of the limit order book, and ask and bid prices as well as depth, immediately prior to each
trade.

We examine trading hdts and limit hits occurring between January T, 1998 and April
30", 2001. Our main focus is on the stocks traded in the Main tradi ng market of the SIBE, 0
stocks listed on Nuevo Mercado and Latibex are excluded’. In order to avoid problems and
biases arisng from different trading systems, we do not consder those shares traded in the
Fixing sysem during the anadyss period. Moreover, given the fact that stocks in the Fixing
system are by definition less liquid, we dso diminate the problem of thin trading.

" Please see Appendix 1 for details on these markets.
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The sample of trading hdts is drawvn from the Regiger of rdevatt events of the
CNMV2. The initid sample consists of 115 trading suspensions corresponding to 67 firms. In
order to make a vdid comparison, we exclude hdts for which trading is not resumed prior to
the opening of the following trading day because our price limit sample contains only single-
day limit hits By doing s0, we diminate 31 observations. Secondly, to avoid possble
contaminant effects, we exdude 7 trading hdts with limit hits on the previous, the same or the
following day. Thirdly, we dso diminate one specid trading hat because the Sociedad de
Bolsas decided to widen the usud price limits when trading resumed. Findly, we exclude
trading halts that happened within 10 trading days dter the previous trading hats for the same
firm. The main reason is to avoid overlapping data for our 21-day window (from —10 to +10)
andyss. Thefind sample congsts of 66 trading hdts corresponding to 48 firms.

Table | subdivides these trading hdts according to suspenson time, resolution time
and reasons for trading hdts and provides the mean of trading-hat durations. According to the
initigtion time of each trading hdt, we differentiate two types of hdts intraday hdts and
ddayed openings The former is initited during the trading sesson, while the latter is
initiated prior to the opening. The sample includes 47 delayed openings and 19 intraday hdlts.
The resumption time is based on the time stamp associated with the first trade after each
trading hdt. In the case that the CNMV reports the resumption of the trading after the closing
of a trading sesson, we condder the resumption time as the opening on the following day.
There are 45 trading hdts with trading resumption on the same trading day and 21 trading
hdts with trading resumption on the next day’'s open. Regarding the reasons for trading hdlts,
the mogt frequent cause of suspenson was the release of price-sendtive information. There
are 58 observations of this kind. The mgority of these cases are disclosures of sgnificant
events reating to possble takeovers and mergers.  Also, 8 temporary suspensons were
triggered by the presentation of tender offers at the CNMV. To measure the hat duration, we
condder only trading hours. For hdts that are not resolved by the end of the trading day,
duration excludes the nonttrading period from closng on the hat day to the opening on the
following day. The mean (median) duration of trading hatsis 4.76 (5.26) hours.

Among the 66 trading hdts, there are 49 good-news hdts and 17 bad-news hdts. In
Table |, we can see tha, on average, the duration of good-news hdts is longer than that of
bad-news hats. For good-news hdts, the mean (median) duration is 519 (5.78) hours.
However, for bad-news hdts, the mean (median) duration is only 354 (2.76) hours. This

8 That is, we do not consider permanent suspensions by delisting.
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seems to suggest that firms are eager to provide information to clarify unfavorable rumors so
bad-news hdts are usudly resolved within a shorter period of time.

Unlike trading hdts, limit-hit observations are not recorded and reported by the
CNMV. We identify limit hits usng our transaction data, the 15% price limits, and tick Szes.
An upper limit is reached for a stock when H, =C,_, + LT,, where H; represents the highest
price on day t, C.; is the previous day’s closng price, and LT; is 15% of Ci.; adjusted for tick
dzes. With tick szes, the actud price limits are usudly a little less than 15%. Similaly, a
lower limit is reached for a stock when L, =C, , - LT,, where L; represents the lowest price

on day t. After venifying al transactions, we observe 342 limit hits corresponding to 92
different firms. In our sample, each day on which a limit is reached is trested as an
independent observation. We goply severd filters on this initid sample.  Fird, we diminate
28 limit-hit observations because the Sociedad de Bolsas decided to widen the boundaries
after price limits were hit. Second, to avoid possible contaminant effects, we exclude 17 limit
hits when trading hdts were cdled by the CNMV on the previous, the same or the following
trading day. Fndly, we diminate 5 limit hits associated with 1POs or ddising. We dso
exclude those observations that occurred within 10 trading days dafter the previous limit hits
for our 21-day window andyds. Thus, limit hits that occur on consecutive trading days are
eiminated. The find sample is composed of 160 events corresponding to 76 firms. Among
those events, 53 observations are lower imit hits and 106 are upper limit hits There is one
case where both lower and upper limit hits are identified on the same day.

Table 1l reports some characteristics of the sample trading-hdt and limit-hit firms
market capitdization, stock price, trading vaue, beta, resdud risk, and totd risk. Market
capitdization (in millions of euros) is based on the ending vaue in the year prior to the year
when trading hdts or limit hits occurred. Stock price (in euros) is the previous year-end
closng price. Daly trading vadue is the average daily trading volume in thousands of euros in
the year prior to the trading-hdt and limit-hit year. Beta is estimated from the standard market
model using dally stock and IBEX35 returns in the year prior to the year when the events
occurred. Resdud risk is the standard deviation of the residuds from the market modd. Tota
rsk is the sandard deviation of the daily stock returns in the year prior to the year when
trading hdts or limit hits occurred. The daily stock returns are caculated as In(P./Pi.1), where
P is the closng price adjusted for dividends, stock splits and rights offerings. The t-student
test is used to test the differences in means while the Man-Whitney test is used to determine
the difference in medians between the trading- halt and limit- hit samples.
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In terms of market capitdization, trading-hdt firms are on average larger than limit-hit
ones. The reaults are conggent with Kim and Limpaphayom's (2000) finding that smal
market capitdization stocks hit price limits more often than others and Bhattacharya and
Spiegd’s (1998) finding that larger capitdization stocks are suspended more often on the
NYSE. Stock prices are higher for trading-hdt firms then for limit-hit firms but the
difference in means is not dgnificant. On average, trading-hdt firms are more active than
thar limit-hit counterparts based on the daly trading vaue. As to the average firm risk in
terems of beta, resdud risk, and tota risk, we do not observe any Sgnificant difference
between the trading-hdt and limit-hit samples. The only exception is that the median of the
residud risk is higher for limit- hit firms than for trading-hdt firms,

V. Empirical results

A. Analysis of market quality

A.l. 10-day average analysis

Table Il reports the means and medians of the cross sectional 10-day average trading
activity and liquidity prior to (Before) and following (After) trading hdts and limit hits. Pand
A presents the results from full samples of trading hdts and limit hits. We use ttest and the
Wilcoxon sgned rank test to determine the dggnificance levd of the differences between
Before and After means and medians, respectively. We use three different measurements of
trading activity: frequency, trading volume, and trading vaue. All three measures show that
trading activity is dgnificantly higher after trading hdts and limit hits  This result is
condgtent with Lee et d. (1994) and Kim and Rhee (1997) for trading hdts and price limits
respectively. One explanation for this sgnificant increese in trading activity is that trading
hdts and price limits have interfered with trading.

Since investors were not able to trade due to the hdts and limits, they had to wait until
trading resumed or new price limits were established on the fallowing day(s) to fulfill ther
desred trades. Therefore, after trading halts and price limits, trading activity is ab-normaly
high. However, this should be a short-term phenomenon. Our daily andyss provides more
ingght into thisissue.

As to liquidity, Pand A of Table Il reports results from various measures of spreads
and depths: relative quoted spread (RQS), relative effective spread (RES), depth (shares), and
depth (€). All four measures are equaly weighted. Day depth measures are scaed by their
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21-day average. After trading hats, both RQS and RES decrease dgnificantly, while depth
(shares) and depth ( €) both increese dgnificantly.  Tha is, liquidity increases following
trading hats. However, for limit hits, the results are just the opposite.  Both spread measures
increase and both depth measures decrease sgnificantly after limit hits.  In other words,
liquidity decreases following limit hits.  Apparently, trading hdts ae more effective than
price limits in increesng market liquidity. This result is congdent with Subrahmanyam
(1995) and thus supports our Discretion Hypothesis.

Our result that liquidity increases following trading hats contradicts current literature.
Corwin and Lipson (2000) and Chrigie et d. (2002) find that liquidity decreases following
NYSE and Nasdaq trading hdts, respectively. One possble reason for this conflicting result
is that we are conducting daly anadyses while their studies are based on intraday andyses.
Our daly andyss, especidly from day O to day +1, in the next section provides results more
comparable to the findings of these studies. Since our purpose is to compare the performance
of trading hdts and price limits, intraday andyss is difficult to perform given the fact that
limit hits can occur consecutivey within a short period of time (eg., 10 limit hits in 20
minutes) on the limit-hit day but trading hats usudly last for hours. Thus, we bdieve daly
andyss is more agppropriate.  In fact, our result is consgtent with the prediction by Spiegd
and Subrahmanyam (2000) that liquidity during norma market conditions can be improved if
rules require the disclosure of high variance events (such as quaterly earnings) to the
exchange. Since during trading hdts, firms are required to either announce news or darify
rumors, the degree of information asymmetry is expected to decrease following trading hdts.
The 10-day average liquidity increase we observed matches the prediction of ther modd. In
fact, to better capture the degree of information asymmetry, we decompose the spread in
Section A.3.

Pand B of Table Ill shows the results of trading activity and liquidity for good- and
bad-news trading hdts. There are 49 good-news halts and 17 bad-news hdts. Given the
smdl sample Sze, Satidica inference needs to be trested cautioudy. For trading activity, we
observe greater frequency, trading volume and vaue after good-news trading hdts than
before. For bad-news hdts, trading activity so increases after halts, but most of them are not
ggnificant except for the median trading vaue a the 10% level. Both soread measures are
dgnificantly lower after good-news trading hdts, but the change is not dgnificant for bad-
news hdts. Depth increases sgnificantly after good-news trading hdts but the increase is not
dgnificant for bad-news hdts Tha is overdl trading activity and liquidity increese only
after good-news trading halts.
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Panel C of Table Il reports the results of trading activity and liquidity from upper and
lower limit-hit samples.  There are 106 upper limit hits and 53 lower limit hits. We drop one
observation from our limit-hit sample because both upper and lower limits were hit on the
same day. Unlike the contrasting results observed in Pand B, upper and lower limit hits have
gmilar results.  Trading activity increases dgnificantly after limit hits for both upper and
lower cases. Spread measures increase following limit hits with stronger evidence observed
in the lower case. Depth measures are either unchanged or reduced following upper and
lower limit hits. Overdl trading activity is increased and liquidity is reduced after upper and
lower limit hits.

Table IV reports the volatility changes from Before to After trading hdts and limit
hits. We use four different volatility measures to gain robustness. Results from those four
measures ae Imilar.  Basicdly, Pand A shows that volaility incresses dgnificantly after
limit hits, but no dgnificant change is obsarved after trading hdts.  The voldility increase
after limit hits is consgent with Kim and Rhee (1997). Although Lee e d. (1994) and
Chrigie e da. (2002) find higher volatility after trading hdts on the NYSE and the Nasdaq,
Engdlen and Kabir (2001) do not find any sgnificant changes in stock return volatility around
trading suspensions on the Brussds Stock Exchange. Our results seem to be more in line with
Engden and Kabir. However, as mentioned earlier, this different result could be due to our
dally andyss and ther intraday andyss. Since the primary objective of trading hdts and
price limits is to reduce excess voldility, price limits are not effective in achieving ther
intended god. From this volaility perspective, price limits are less effective than trading
hdts.

Pane B of Table IV reports the volatility change for both good-news and bad-news
trading hdts. No dgnificant change in volatility is obsarved. Pand C of Table IV presents
the volatility change for both upper and lower limit hits The fact that dl volatility messures
show ggnificant increases after upper and lower limit hits is condgent with the overdl limit-
hit results in Pand A. In conclusion, trading hats do not seem to have a sgnificant impact on
volatility. We do not observe different results between upper and lower limit hits.  Price
limits are ineffective with regard to curbing voldility.

Ovedl, the 10-day average andyss suggedts that trading hdts perform better than
price limits  Trading activity increases after both trading hdts and limit hits due to trading
interference.  Since their impact on trading activity is the same, we are unable to judge the
relative performance from the perspective of trading activity. However, from the changes of
liquidity and voldility, we find sufficient evidence to show that trading hdts perform better
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than price limits Fra of dl, liquidity increases following trading hdts. For price limits
liquidity actudly decreases dfter limit hits  Secondly, voldility increeses after limit hits but
no sgnificant change of volatility is observed after trading hats. Apparently, price limits are
ineffective in achieving their intended god to curb volatility.

For the robustness check, we also perform both 3-day and 5-day average analyses.
Resaults are not reported due to smilarity and space limitation. Basicaly, the results are
amilar to those from the 10-day average andyss. The only noticesble difference is from the
bad-news trading hdts. Even though we do not observe dgnificant changes in trading
activity, liquidity, and voldility from Before to After for the 10-day average andyss, the 5-
day average anadyds shows that trading activity incresses sgnificantly after bad-news trading
halts. Our daily analyssin the next section helps us explain the difference.

A.2. Daily analysis

The purpose of our dally analyss is to provide more indgght into the daly changes in
trading activity, liquidity, and volaility for both trading hdts and limit hits  The daly
andysis covers the event window [-10, +10], from —10, 10 days before O, to 10, 10 days after
0. The event day, O, is defined as ether the trading-hdt day or the limit-hit day. Table V
reports the cross-sectional medians of daily figures for the event window F3, +3] because our
focus is on days surrounding day 0. Figure 1 depicts the results of trading activity for the
event window [-10, +10]. Pand A of Table V presents the results from full samples of
trading hdts and limit hits. Results from the three measures of trading activity are samilar.
Pand A reports only the results from frequency and trading vaue. For trading hdts, figures
on day O are cdculated usng the 50 trading hats (out of the 66 sample trading hdts) that had
nonzero trading activity on that day. Trading activity is relaively low on day O for trading
hdts and highest on day O for limit hits. The former is reasonable because trading was hated
and trading activity was interfered. As to the latter, sSince investors are able to trade as long as
their prices are within the dlowable range, the highest trading activity on day O is
understandable.  The comparison between day —1 and day 1 shows that the trading activity
increases  dgnificantly  for both trading hdts and limit hits. ~ However, trading activity
gradualy decreases after day 1. Thistrend can be easily seen from Pand A of Figure 1.

For liquidity measures, we report only the relative quoted spread (RQS) and depth (€)
results.  Other measures generate Smilar outcomes.  Although the 10-day average RQS is
lower after trading hdts than before the hats in Table 111, we do not observe any sgnificant
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changes on the dally bass. For limit hits the RQS is highet on day O, but it gradudly
decreases afteewards. The highet RQS on day O suggests that the degree of information
asymmetry is high so investors require a larger spread to compensate for their potentia loss to
informed traders. However, the 10-day average figure is higher after limit hits than before
hits, as reported in Table I1l. Depth is highest on day O in both cases  This is interesting
because we would expect to see low depth for limit hits on day O given the fact that investors
ae unwilling to provide liquidity to the market due to the high degree of information
asymmetry. The high depth on day O indicates that investors are willing to trade more shares
a the prevaling bid and ask quotes. However, the 10-day average liquidity incresses for
trading hdts, but not for limit hits Pand B of Figure 1 depicts the liquidity measures.
Apparently, there is a big gap between the RQS of trading hats and limit hits. The RQS of
trading hdts is much smdler than tha of limit hits. This is undersandable because Table Il
shows tha on average trading-hdt firms are lager and more activey traded than limit-hit
firms

As to voldility, we report only the results from the standard deviation of midpoint
(SDMP). The other three measures generate Smilar results.  Voldility is highest on day O for
limit hits, but not for trading hdts. Further, the days surrounding the limit hits are the most
voldile Agan, volatlity gradudly decresses after day 0. Even though voldility on day O is
not the highest for trading hdts, the comparison between day —1 and day 1 shows that
volatility increases and reaches the highest level on day 1. This result is consstent with Lee
et d. (1994), Corwin and Lipson (2000) and Chrigtie et d. (2002) that volatility increases
following trading hdts Since thar results are based on intraday andyss, our dally andyss
from day O to day 1 provides comparable evidence. Pand C of Figure 1 clearly shows the
dally changes on volatility.

Pand B of Table V reports the medians of the cross sectiond daly average figures
from day —3 to day +3 for both good-news and bad-news trading hats. Figure 2 depicts these
results from day —10 to day +10. For bad-news trading hdts, trading activity does not change
dramaticdly on the daly bads. Frequency on the event day is dgnificantly less than that on
day —1, which is understandable given the fact that trading was hdted on the event day. Even
though the magnitude of trading vaue is dso sandler on the event day than on day —1, the
difference is not ggnificant. Results for good-news trading hats show that trading activity
increases dgnificantly from the event day to day 1 and then decreases sgnificantly from day 1
to day 3. Agan, the results are understandable because trading was hated on the event day
and investors had to wait until the next day when trading resumed to fulfill their desired trades
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for those with trading resolution on the next day’s open. However, the evidence from good-
news trading hats is sronger than tha from bad-news hdts. For liquidity, there is no
sgnificant change in the daly bass for bad-news hdts, but for good-news halts the depth (€)
increases from day —1 to the event day and reaches its highest level on day 1. The result from
volaility is interesting. For bad-news hdts, voldility reaches its highest levd on the event
day, but for good-news hdts, it reaches its highest level on day 1. That is, \olatility decreases
after bad-news hdts, but it increases following good-news hdts. Since the sample sze of
bad-news hdts is andl, the overdl trading-hdt results in Pand A are driven by good-news
hats.

Pane C of Table V reports the medians of the cross sectiond daly average figures
from day —3 to day +3 for both upper and lower limit hits. Figure 3 depicts the results from
day —10 to day +10. Trading activity reaches its highest level on day 0 and then gradudly
declines for both upper and lower limit hits RQS does not change sgnificantly on the daly
basis for upper limit hits surrounding day 0. However, for lower limit hits RQS is the highest
on day 0. Even though RQS aso gradudly reduces after the event day, the average leve is
dill higher then that before the limit hits Interestingly, even though the RQS of lower limit
hits is amilar to the RQS of higher limit hits before day -3, it reaches its highest level on day
0 and then days a a rddively high level a least until day +10. Thet is, lower limit hits lead
to a high degree of information asymmetry so investors require a larger spread to compensate
for their potentia loss to informed traders. Our spread decomposition analyss in the next
section provides more details.  Additionaly, depth (€) adso reaches its highest level for upper
limit hits, but not for lower limit hits, on day 0. That is investors are willing to provide
liquidity to the market after upper limit hits, but not after lower limit hits. This explains the
drange observation from Pand A that both RQS and depth ( €) reach ther highest levels on
day 0. The man reason for the former is from the lower limit hits while for the latter is from
the upper limit hits For both upper and lower limit hits, the event day is the mogt voldile
day. As depicted by Pand C of Figure 3, the patterns of daily volatility movements of upper
and lower limit hits are Smilar.

In summary, from the daly andyss of maket qudity, we obtan a Dbetter
undersanding of day-to-day movements and find evidence consgtent with current literature.
Trading activity is relaively low on day O for trading hats and highest on day O for limit hits.
Voldility is highest on day O for limit hits, but it reaches the highest levdl on day 1 for trading
hdts  For liquidity, dgnificant dailly changes are observed from the limit-hit sample.  Unlike
good- news and bad-news hdts, upper and lower limit hits generate different results.
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A.3. Soread decomposition

To further invedigate the change in the information asymmetry following trading hdts
and price limits, we use the Hasbrouck-Foster-Viswanathan modd suggested by Brennan and
Subrahmanyam (1996) to decompose the spread into two components, the adverse-sdection
cost component and the fixed-costs component. It is argued that the advantage of using this
gpproach is that it is vaid for a reaively broad range of theoretica specifications. The mode
focuses on the price response to unexpected volume as the measure of the adverse lection
component of the price change. The rationde is that if trades are autocorrelated or predictable
from past price changes, then pat of the contemporaneous order flow is predictable and
should not be included in measuring the information content of a trade.

Let A p; be the price change for transaction t, let o be the signed (positive sign for a
buyer-initiated trade and negative dgn for a <Hle-initisted trade) trade quantity
corresponding to the price change, and let D; be the indicator corresponding to the direction of
a trade (+1 for a buyer-initisted trade and -1 for a sdler-initiated trade). The following modd
with five lags is estimated:

5 5
oh :aq+.é1bijt-j+.élgth-j +tt’ (4)
J= 1=

D p, =a, ty [Dt - Dt—l]+| t +n, (5)

The informativeness of trades in Eg. (5) is measured by the coefficient of &, the
resdud from the regression in Eq. (4). Thus, it is the response to the unexpected portion of
the order flow in Eq. (4) (measured by &) that measures the trade informativeness. The
coefficient of (D; O Dy.1) measures the fixed cost component of the trading cost.

For each asset, we edtimate this model separately for the pre-event (from day -10 to -
1) and post-event period (from +1 to +10). Following Brennan and Subrahmanyam (1996),
we omit the overnight price change, usng missng vdues for the lags that involve the
overnight price change. The modd of Hasbrouck-Foster-Viswanathan represented by
equations (4) and (5) are estimated by ordinary least squares for each asset, retaning the
resulting estimates of & and @ Securities for which no edimate of é is available (for lack of
transactions data) are omitted. Also, we omit firms with negative estimates of .
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Like Brennan and Subrahmanyam (1996), it is necessary to make an assumption about
the gzes of the transactions in the securities in order to take into account the variable
proportional cost of transacting in different securities. A natural gpproach is to use the average
of measured trade sizes. Thus, one measure of the variable proportiond cost of transacting is
Cq ég/P, where q isthe average Sze of atransaction in the security.

A limitation to this measure is that, if transaction 9zes in extremdy illiquid securities
were aufficiently smal, this gpproach might yidd a lower esimated varigble cogt for illiqud
securities than for the rdatively liquid ones. One way to overcome this is to assume that, in
the absence of differentid liquidity, the average transaction would be proportiona to the tota
number of shares outstanding. The relevant measure of the variable cost then becomes C,[O
én/P, where n is the number of shares outstanding. We report the indicator variable based on
6 aswell astransformations of Cq and C,,.

Table VI reports the results from our spread decompostion andyss. The adverse
sdlection component decreases for both good-news and bad-news trading hdts but the
decrease is ggnificant only for median measure in the case of bad-news hdts. For price
limits, the adverse sdlection component increases, but the incresse is not dgnificant. On the
other hand, the fixed component of trading costs decreases after trading halts, but it increases
after price limits. For the case of lower limit hits the incresse of the fixed component is
sgnificant for both mean and median measures.

In sum, our spread decompostion andlyss shows that the information asymmetry is
reduced following trading hats, but the evidence is week due to the lack of sgnificance
However, the increese in informaion asymmetry after price limits implies that, rdativey
speaking, trading hdts do a better job in reducing the information asymmetry. This result is
congstent with Subrahmanyam (1995).

B. Price discovery and efficiency

We andyze the price discovery process and efficiency around trading hdts and limit
hits usng two different methodologies. the Kim and Rhee (1997) method and the event-study
methodology. Table VII reports the percentage of price continuations, price reversas, and no
change on prices fallowing trading hdts and limit hits based on the Kim and Rhee method.
Since their method requires the closing price on the event day, results of trading hats reported

in Tabe VII ae generated from those with resolution on the same day. Results from the
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event-study methodology are reported in Table VIII. Figure 4 further plots CAARs for the
event window [-10, +10].

For trading hdts, in Table VII, we observe more price reversals than continuations for
both good-news and bad-news hdts. In other words, we do not find evidence that trading
hats dday the price discovery process. However, since the differences between reversals and
continuations are not dgnificant, the argument that trading hats provide a cooling-off period
to avoid investor overreaction is only weskly supported.

For good-news trading hdts, we find that AAR is equa to 4.43% on day O, and the t
and Wilcoxon tests show that this abnorma return is sgnificantly different from O a the 1%
level in Table VIII. This is understandable because stock prices reflect the new information
on the trading-halt day and thus generate dgnificant abnorma returns. This evidence is
consgtent with the fact that trading hdts are imposed so new information can be released or
S0 rumors can be clarified to the market. On the day immediately prior to good-news trading
hdlts, we dso find a 0.81% abnormd return, which is datisicdly sgnificant & a 5% leve
according to both the t test and the non-parametric test. This could indicate the presence of
anticipatory behavior, information leskages, or indder trading. Similaly, on day +1, the
abnorma return reaches a dgnificant vaue of 231%. This seems to suggest that price
discovery has been ddlayed by trading hdts and that the market does not efficiently reflect dl
information on the trading-halt day.

Before making the find conduson, we further investigate our trading-hdt sample to
test the price discovery and market efficiency. As reported in Table I, among the 49 good-
news hdts, there are 32 cases with resolution on the same trading day. We perform the AAR
andysis based on these 32 cases and find that the significant abnorma return is only observed
on day O, but not on day 1°. That is, if trading resumes on the trading-halt day, information
can be fully reflected and there is no delayed price discovery. For the 17 cases with
resolution on the next day's open, we find that there is no @norma return on day O, but a
postive anormd return is obsarved on day 1. Apparently, the postive abnormd return
observed on day 1 from our overdl results usng the 49 good-news hdlts is driven by these 17
caes.  The ggnificant @norma return observed on the resolution day suggests that stock
prices adjust quickly and completely to the new information released during the suspension.

The andyss of CAAR for event windows [-5, -1] and [+1, +5] confirms the above
concluson. CAAR corresponding to window [-5, -1] is dgnificantly podtive a a 10% leve

° Results are not reported, but they are available upon request.
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based on the ttest. This evidence is conggtent with the possible information leskage on day -
1. Pand A of Figure 4 dso shows that CAAR is increasng prior to trading hdts. On the
other hand, the inggnificant CAAR for [+1, +5] shows no dgn of inefficient stock price
adjustment.

In the case of bad-news trading hdts, we do not observe sgnificant anormal returns
aound day 0. That is, there is no gpparent information leakage or delayed price discovery
associated with bad-news trading hats. However, due to the smdl sample size, we do not
want to overemphasize our interpretation of this sub-sampl€e' s results.

For upper limit hits, we observe more price continuations than reversas from the Kim
and Rhee method. Table VII shows that for socks hitting their upper limits, price
continuations occur 65 percent of the time and price reversas occur only 27 percent of the
time. This evidence seems to suggest that price limits delay the price discovery process and
cause the price to move in the same direction toward its equilibrium leve following limit hits.
However, another possihility is that price limits fal to counter investor overreaction so prices
keep moving up after hitting the upper limits. This possbility can be verified if we obsarve
negative abnormd returns following upper limit hits  As shown in Table VIII and Pand B of
Figure 4, we find a dgnificant postive AAR of 10.74% on the event day and sgnificant
negative AARs on both day +1 and day +2 for upper limit hits. Also, CAAR for window [+1,
+5] is negative and dgnificant a the 1% levd for both t-test and non-parametric test. This
return reversd suggests that investors overresct to the good news on the limit-hit day and
prices eventualy reverse once the overreaction is corrected. It should be noted that the return
reversd is not caused by the cooling-off effect of price limits. If price limits have a cooling-
off effect, we should observe both price reversds from the Kim and Rhee method and return
reversds from the event-sudy methodology following limit hits  Our evidence of price
continuations and return reversas rgects the posshility of cooling-off effect and indicates
that upper price limit does not reduce overreaction. Since the popular objective of price limits
is to reduce overreaction, upper price limit fals to achieve its intended god. The andyss of
window [-5, -1] shows tha there is no dgnificant CAAR during the five-day period. That is,
there is no apparent information leskage prior to upper limit hits.

For lower limit hits, we observe opposte results. In table VII, there is more price
reversals (83%) than continuations (11%) and the difference is daicdly dSgnificant a 1%
level. Beddes, Table VIII reports a sgnificant AAR of —5.29% on day O, but the abnormal
returns on the following days are not dgnificant. These results suggest lower price limits

function pogtively to prevent investor from overreacting by providing a cooling-off period.
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These contrasting results for upper and lower limit hits are conggtent with the asymmetric
property of price limits addressed by Choi and Lee (2001).

In summary, for trading hdts, we find that there is no delayed price discovery and
information is efficiently reflected into stock prices once trading resumes.  For limit hits, we
find contrasting results. There is evidence of market overreaction for upper limit hits We
observe a price continuation a the open of day +1 and sgnificant negative abnorma returns
on the following days. However, we find evidence consgent with the cooling-off argument
for lower limit hits. We observe more price reversas from the andyss of the immediae
sock price movement subsequent to lower limit hits on day O, and no sSgnificant anorma

returns afterwards.

C. Robustness check

As reported in Table Il, it is dear tha there are Sgnificant differences in market
capitdization between hated socks and limit-hitting firms. On average, the hdted firms are
larger then limit-hitting ones— raisng the posshility of our results being driven by a sze
effect. To test this possbility, we examine firms that experienced both trading hdts and limit
hits.  Apparently, the difference in sze between the trading-hdt and the limit-hit samples does
not exig in this case. There are 26 trading hats and 30 limit hits. We perform dl previous
andyses based on the new sample and find that the results are similar to those reported
previoudy'®. The notable difference is that the levels of significance are wesker. Of course,
we have to condder that the sze of the new sample is very smdl. Neverthdess, the fact that
the results are virtudly identical suggests that the man findings of this paper are not driven
by the firm gze effect.

D. Summary Results

Table IX summarizes the findings of the rdative peformance of trading hdts and
price limits  Trading activity increases following trading hdts and limit hits  From the
liquidity perspective, trading hdts perform better than price limits. Spreads decrease and
depths increase following trading hats, but the oppodte is observed for price limits  With

19 Due to the space limitation and the similarity of results, we do not report the new results here. Results are
available from the authors upon reguest.
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trading hdts, the degree of information asymmetry is reduced after the reease of information
by firms and thus investors are willing to provide liquidity to the market. However, price
limits prevent market participants from trading beyond the limits and information cannot be
fully trangmitted. The outcome is an increese of information asymmetry and traders
unwillingness to provide liquidity. As to the volaility, it incresses dfter limit hits but no
change was observed following trading hats. Since the primary dyjective of price limits is to
reduce volatility, price limits not only fal to achieve the intended god but aso make it worse.
Reaults on the price discovery and efficiency are mixed. We find that prices efficiently reflect
information following trading hdts and lower limit hits However, for upper limit hits we
find evidence of market overreaction. Overdl, our results support the discretion hypothesis
that trading halts are more effective than price limitsin achieving their intended gods.

V1. Concluson

Even though the peformance of trading hats and price limits has been sudied
extensvely and separately following the 1987 market crash, the reative performance between
trading hdts and price limits has not been examined from market data. In this paper, we are
able to make the comparison between these two mechanisms using data from the Spanish
sock market where both trading hats and price limits are imposed. We make no attempt to
test the effectiveness of dther trading halts or price limits, but focus instead on the relative
desrability of these two mechanisms.

Based on Subrahmanyam (1995), we hypothesize that trading halts are more effective
than price limits because exchange officids can incorporate related information into their
trading-hdt decison and can ask companies to provide rdevant information. Specificdly, we
investigate the pattern of trading activity, liquidity, volatility, and the speed of price discovery
in the period surrounding trading hdts and limit hits.  Our results show that trading activity
increeses after trading hdts and limit hits  Voldility says a the same leve after trading
hdts, but increases after limit hits. We dso show tha the degree of information asymmetry is
decreased after trading hdts, but increased after limit hits For price discovery, information is
efficiently reflected into stock prices once trading resumes dfter trading hdts, but there is
evidence of market overreaction for upper limit hits.  Overdl, our result is conggent with
Subrahmanyam (1995). Trading hats seem to perform better than price limits in achieving
ther intended gods, namdly, to reduce information asymmetry and increase market liquidity.
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Recent regulatory changes concerning price limits in severa countries seem to support
our finding. Firg of dl, the Spanish stock market has replaced the previous price limit system
with one that combines both trading hdts and price limits. When price limits are hit, trading
is hdted for a certain period of time before it resumes. Thus, the new price limit sysem is a
trigger for trading hdts. Furthermore, the increases of the price-limit rate from 6% to 15% in
Korea (1998) and from 10% to 30% in Thalland (1997) cast doubt on the effectiveness of
price limits from a regulatory perspective.  Since our results demondrate that trading hdts
perform better than price limits, security regulators in countries imposing price limits may
consder the imposition of trading hats instead if circuit breskers are indeed necessary.

28



Appendix 1
Factsabout the SIBE

In the SIBE, there are three submarkets: Main Trading, Block Trading and Special Operations. Most
shares listed on the SIBE are traded through the Main Trading market, so this submarket accounted for 86.1% of
the effective daily trading volume in 2000. Within this principal trading market, there are two different trading
systems: General trading and Fixing trading. The most liquid shares are traded in the General trading while the
Fixing trading is reserved for less liquid shares within the SIBE. In the fixing modality, purchases and sales are
grouped together two times during a trading session that consists of two auctions. In addition, there are two
market segments with specific trading mechanisms aimed at addressing the individual characteristics of certain
stocks. These segments are Nuevo Mercado, encompassing technological stocks with strong growth potential,
and Latibex, comprised of Latin American stocks listed in euros on the SIBE. Nuevo Mercado was founded on
April 10, 2000 and Latibex started on December 1, 1999.

The timetable of trading sessions changed over time. Until October 11, 1999, markets were open
between 10:00 am and 5:00 pm from Monday to Friday on legal calendar working days. Before the markets
open, between 9:30 am and 10:00 am, Opening Auction took place where orders could be entered, altered and
cancelled, but not executed. The Opening Auction determined the opening price. Between October 11, 1999 and
January 17, 2000, the adjustment period was from 9:00 am to 9:30 am and the electronic trading was carried out
between 9:30 am and 5:00 pm. Finaly, starting January 17, 2000 the adjustment period is from 8:30 am to 9:00
am and the open trading session is from 9:00 am to 5:30 pm.

Prior to June 1, 2000, the closing price was the trading price of the last 500 traded shares that was the
closest to the share-weighted average price of those 500 shares. If two prices were equally close to the weighted
average price, the closing price was the one executed last. If less than 500 shares were traded during the trading
session, the closing price was the closing price of the previous session. However, the closing mechanism and the
calculation of closing prices have changed since the introduction of the closing auction on June 1, 2000. The

closing auction lasts from 5:30 pm to 5:35 pm with arandom closing of 30 seconds.

Appendix 2
Tick size
Panel A: Before January 1, 1999
Price < 1000 ptas. 1 ptas.
1000 ptas. < Price < 5000 ptas. 5 ptas.
Price > 5000 ptas 10 ptas.
Panel B: After January 1, 1999
Price < 50 euros 0.01 euros
Price > 50 euros 0.05 euros
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Figurel
Daily cross-sectional analysisaround trading haltsand limit hits
Event date (day O) is defined as either the trading-halt day or the limit-hit day. Trading value is the trading
volume in euros; RQS is the quoted bid-ask spread divided by the bid-ask midpoint; depth (£€) is the sum of euro
value of shares available at the bid and ask quotes; SDMP is the standard deviation of all bid-ask midpoints on
each day. Trading value and depth (€) are scaled by their 21-day (from —10 to +10) average.
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Figure 2
Daily cross-sectional analysis around good-news and bad-news trading halts

We use the tick test of Lee and Ready (1991) and the reopening prices to identify “good” and “bad” news halts.
If the first trade after a trading halt is classified as a buy (sell), the trading halt is related to good (bad) news.
Event date (day 0) is defined as the trading-halt day. Trading value is the trading volume in euros; RQS is the
quoted bid-ask spread divided by the bid-ask midpoint; depth (€) is the sum of the euro value of the shares
available at the bid and ask quotes; SDMP is the standard deviation of all bid-ask midpoints on each day.
Trading value and depth (€) are scaled by their 21-day (from —10 to +10) average.
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Figure3
Daily cross-sectional analysis around upper and lower limit hits
An upper (lower) limit hit occurs when the price hits the upward (downward) price limits. Event date (day 0) is
defined as the limit-hit day. Trading value is the trading volume in euros; RQS is the quoted hid-ask spread
divided by the bid-ask midpoint; depth (€) is the sum of the euro value of the shares available at the bid and ask
quotes; SDMP is the standard deviation of all bid-ask midpoints on each day. Trading value and depth (€) are
scaled by their 21-day (from —10 to +10) average.
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Figure4
Cumulative aver age abnormal returns around trading haltsand limit hits

This figure plots the cumulative average daily abnormal returns (CAAR) from day -10 to day +10. Event date
(day 0) is defined as either the trading-halt or the limit-hit day. Abnormal returns are estimated based on market-
adjusted return model. Panel A presents results from good- and bad-news trading halts. We use the tick test of
Lee and Ready (1991) and the reopening prices to identify “good” and “bad” news halts. Panel B representsthe
values for upper and lower limit-hit samples. An upper (lower) limit hit occurs when price hits the upward
(downward) price limits.
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Tablel

Summary datigicsfor trading halts

This table subdivides the sample trading halts according to suspension time, resolution time and reasons for
trading halts and provides the mean of trading-halt durations. Intraday halts are trading halts initiated during the
trading session, while delayed openings are halts initiated prior to the opening. To measure the halt duration, we
consider only trading hours. For halts that are not resolved by the end of the trading day, duration excludes the
non-trading period from closing on the halt day to the opening on the following day. The sample includes the 66
trading halts called by the CNMV during the period January 1998- April 2001. All trades are resumed by the
closing of the following trading day. We use the tick test of Lee and Ready (1991) and the reopening prices to
identify “good” and “bad” news halts. If the first trade after the trading halt is classified as a buy (sell), the

trading halt isrelated to good (bad) news.

Number of observations

Halt time of day
Delayed opening
Intraday halts

Resolution of trading halts
Same trading day
Next day’s open

Reasons for trading halts
By release of information
By presentation of tender offers

Mean (median) of trading-halt duration (in hours)

All halts Good-news halts Bad-news halts
66 49 17
47 37 10
19 12 7
45 32 13
21 17 4
58 43 15
8 6 2
4.76 (5.26) 5.19(5.78) 354 (2.76)
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Tablell
Firm characterigtics

This table reports some characteristics of the sample trading-halt and limit-hit firms. Market capitalization (in
millions of euros) is based on the ending value in the year prior to the year when trading halts or limit hits
occurred. Stock price (in euros) is the previous year-end closing price. Daily trading value is the average daily
trading volume in thousands of euros in the year prior to the trading-halt and limit-hit year. Beta is estimated
from the standard market model using daily stock and IBEX35 returns in the year prior to the year when the
events occurred. Residual risk is the standard deviation of the residuals from the market model. Total risk is the
standard deviation of the daily stock returnsin the year prior to the year when trading halts or limit hits occurred.
The daily stock returns are calculated as In(P/P;.1), where P is the closing price adjusted for dividends, stock
splits and rights offerings. The t-student test is used to test the differences in means while the Man-Whitney test
is used to determine the difference in medians between the trading-halt and limit-hit samples. p-values are
reported in parenthesis.

Firm characteristics Trading halts Limit hits t -test z
(p-value) (p-value)

Market capitalization (in millions of euros)

Mean 5,406.93 1489.11 2.69 6.45
Median 994.87 157.37 (0.01) (0.00)
Stock price (in euros)

Mean 20.67 15.88 154 332
Median 14.06 940 012 (0.00)
Daily trading value (in thousands of eur os)

Mean 18,046.66 4,280.48 310 537
Median 2,970.59 561.90 (0.00) (0.00)
Beta

Mean 0.653 0.616 0.60 110
Median 0.665 0.524 (0.55) (0.27)
Residual risk

Mean 0.022 0.025 -0.79 -2.61
Median 0.018 0.021 (043 (0.00)
Total risk

Mean 0.025 0.027 -0.55 -1.70
Median 0.020 0.024 (0.58) (0.09)
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Tablelll
10-day average analyss of trading activity and liquidity around trading halts and limit
hits

This table reports the means and medians of the cross sectional 10-day average trading activity and liquidity
prior to (Before) and following (After) trading halts and limit hits. Panel A presents the results from full samples
of trading halts and limit hits. Panel B shows the results for good- and bad-news trading halts. Panel C reports
the results from upper and lower limit-hit samples. The measures of trading activity are: Frequency, number of
trades executed each day; Volume, number of shares traded each day; Trading value, trading volume in euros.
Each daily figure is scaled by the 21-day (from -10 to +10) average. The liquidity measures are: Relative quoted
spread (RQS), the quoted bid-ask spread divided by the bid-ask midpoint, where quoted bid-ask spread is the
difference between ask quote and bid quote; Relative effective spread (RES), effective spread divided by the bid-
ask midpoint, where effective spread is twice the absolute value of the difference between trade price and the
bid-ask midpoint. Both RQS and RES are reported in percentage. Depth (shares) is the number of shares
available at the prevailing bid and ask quotes; Depth (€) is the sum of euro value of the shares available at the
bid and ask quotes. Daily depth measures are scaled by their 21-day average. Thet test and the Wilcoxon signed
rank test are used to determine the significance level of the differences between Before and After means and
medians, respectively.

Mean Median Mean Median

Before After Before After Before After Before After

Pandl A: All trading haltsand limit hits
Trading halts (N=66) Limit hits (N=160)
Frequency 0.833 1.145(X) 0880 1103(x) 0803 1049(x) 0777 1049 (X)
Volume 0.767 1186 (X) 0740 1204(X) 0789  1018(x) 0.779  1.000 (x)
Trading value 0.748 1.203 (X) 0744 1191 (X) 0778 1027 (X) 0.740 1016 (x)
RQS 0.500 0.409 (a) 0431 0336(a) 1109 1212(2 0861 0944(2
RES 0.548 0.446 (a) 0468 0.367(a) 1203  1.320(y) 0946  1.061 (y)
Depth (shares) 0.877 1.108 () 0919 10%6(X) 1006 0.927(d) 1011  0.940 (b)
Depth (€) 0.860 1122 () 0910 1.063(x) 0997 0.933(b) 0993 0965
Pane B: Good and bad newstrading halts
Good news (N=49) Bad news (N=17)
Frequency 0.788 1181 (X) 0833 1124(x) 0962 1042 0981 1.059
Volume 0.722 1216 (X) 0699 1231(x) 0898 1101 0945 1063
Trading value 0.702 1.234 (%) 0665 1.225(X) 0884 1114(2 0903 1.108(2
RQS 0.533 0.435 (a) 0446 0.355(a) 0404 0335 025 0257
RES 0.585 0.476 (a) 0493 0.383(a) 0440 0359 0281 0278
Depth (shares) 0.845 1132 (X) 0904 1058(x) 0969 1.038 0958 1031
Depth (€) 0.827 1.147 (X) 08%  1063(x) 0954 1.051(2 0925 1035(2
Panel C: Upper and lower limit hits
Upper (N=106) L ower (N=53)

Frequency 0.7838 1044 (X) 0752 1051 (x) 0827 1058(X) 0802 1048(x)
Volume 0.786 0.985 (¥) 0.783 0961 (x) 0789 1079 (X) 0758 1072(x)
Trading value 0.739 1.024 (x) 0710 1.025(x) 0848  1.030(y) 0.836  1.008 (y)
RQS 1101 1.097 0848 0841 1135 1449(y) 0872 1197 (x)
RES 1.202 1203 0961 0922 1214 1560 (y) 0947 1349(x)
Depth (shares) 1.008 0.904 (a) 1008 0.933(39 1000 0973 1011 0967
Depth (€) 0.960 0.944 0938 0997 1067 0.911(39 1088 0.895(a)

Note:(a), (b) and (c) mean that After issignificantly lessthan Before at the 1%, 5% and 10% level, respectively.
(), (y) and (z) mean that After is significantly higher than Before at the 1%, 5% and 10% level, respectively.
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TablelV

10-day average analysis of volatility around trading halts and limit hits

This table reports the means and medians of the cross sectional 10-day average volatility prior to (Before) and
following (After) trading halts and limit hits. Panel A presents the results from full samples of trading halts and
limit hits. Panel B shows the results for good- and bad-news trading halts. Panel C reports the results from upper
and lower limit-hit samples. This table reports the volatility changes in terms of four different measures:

Daytime volatility (DV) is the square of the daytime return from the midpoint of the first quote of the day to the
midpoint of the last quote of the day; HL is the natural logarithm of the ratio of the highest bid-ask midpoint to
the lowest bid-ask midpoint on each day; SDTP is the standard deviation of all transaction prices on each day;
SDMP is the standard deviation of all bid-ask midpoints on each day. The t test and the Wilcoxon signed rank
test are used to determine the significance level of the differences between Before and After means and medians,

respectively.

Mean Median

Mean Median

Before After Before After

Before After Before After

Pand A: All trading haltsand limit hits

Trading halts (N=66)

Limit hits (N=160)

DV 0.047 0.042 0025 0033 0138 0303 0062 0085(x)
HL 0.026 0.027 0024 0025 0036 0047 (%) 0034 0042(x)
SDTP 0.143 0.141 0.097 0102 0144 0174 (x) 0085 0114(x)
SODMP 0.124 0.129 0093 0097 0132 0160 (x) 0071 00%4 ()
Pane B: Good and bad newstrading halts

Good news (N= 49) Bad news (N=17)
DV 0.044 0.045 0026 0036 0056 0032 0023 0028
HL 0.025 0.027 0023 0025 0029 0025 0026 0025
SDTP 0.149 0154 0097 0107 0124 0104 0098 0.097
SDMP 0.128 0.140 0091 0.098 0114  0.098 009% 0.09%
Panel C: Upper and lower limit hits

Upper (N=106) L ower (N=53)

DV 0.123 0.187 0066 0.08l(y) 0168 0538 0051 0.102(y)
HL 0.037 0.045 (x) 0036 0042(x) 0033 0049(x) 0029 0042(x)
SDTP 0.132 0.159 (y) 0073 0098 (x) 0169 0.203(x) 0103 0136(x)
SODMP 0.121 0.147 (y) 0061 0091(x) 0152 0134 () 0092 0.128(y)

Note:(a), (b) and (c) mean that After issignificantly lessthan Before at the 1%, 5% and 10% level, respectively.
(), (y) and (z) mean that After issignificantly higher than Before at the 1%, 5% and 10% level, respectively.
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TableV
Daily analysis
This table reports the cross-sectional medians of daily figures for the event window, [-3, +3], with day 0 being the event day. An event day is either a trading-halt
day or alimit-hit day. Panel A presents the results from full samples of trading halts and limit hits. Panel B shows the results for good- and bad-news trading halts.
Panel C reports the results from upper and lower limit-hit samples. For all trading halts, figures on day 0 are calculated from 51 observations with non-zero trading
activity on that day. Frequency is the number of trades executed each day; trading value is the trading volume in euros; RQS is the quoted bid-ask spread divided
by the bid-ask midpoint (expressed in %); depth (€) is the sum of euro value of shares available at the bid and ask quotes; SDMP is the standard deviation of all
bid-ask midpoints on each day. Frequency, trading value and depth (€) are scaled by their 21-day (from —10 to +10) average. RQS is reported in percentage. The
significance level of the change between each pair of consecutive days is determined by the Wilcoxon signed rank test.

Trading activity Liquidity Volatility
Day Frequency Trading value RQS Depth (€) SDMP
Pand A: All trading halts (N=66) and limit hits (N=160)
Halts Hits Halts Hits Halts Hits Halts Hits Halts Hits
-3 0834 0.741 0.693 0.593 0.360 0.802 (¢) 0.835 0.898 0.084 (y) 0.059
-2 0917 (y) 0.715 0.716 (2) 0.587 0.388 0.818 0.804 0.918 0.097 0.058
-1 099 0.901 (x) 0.831 0.786 (X) 0.368 0.885 0.822 0.8%4 0.103 0.075 (x)
0 0992 2139(x) 1.026 2258 (X) 0.277 1.086 (X) 1.097 (X) 1125 (x) 0.130 0.292 (x)
1 1800(XX) 1.876 (8)(X) 1.830 (2(x) 1741 (8)(X) 0304 (- )(c) 1003@E)(2 1062()(X) 0.820 (A)() 0.135 ()(y) 0.122 (a)(x)
2 1328(a) 1177 (a) 1.322(a) 1.065 (a) 0.304 0.953 1.042 0.852 0.093 (a) 0.111 (&)
3  1110(a) 0.999 (a) 1.035(a) 0.842 (a) 0.309 0912 0.9%4 0.823 0.069 0.080 (a)
Pane B: Good (N=49) and bad (N=17) newstrading halts
Good Bad Good Bad Good Bad Good Bad Good Bad
-3 0738 0.936 0.643 0.752 0.368 0.254 0.802 0.882 0.081 (2) 0.089
-2 082 1113(2) 0633 0.844 0421 0.251 0.771 0.872 0.100 0.095
-1 0975 1.087 0811 0.847 0.402 0.222 0.827 0.814 0.103 0.104
0 1190 0.905 (b) 1251 (2) 0.847 0.298 0.244 1186 (X) 0.890 0.130 0.152
1 2030XX 1.067 2543 (2)(x) 0.926 0321(- )(c) 024 1188 ()(x) 0.932 0.176 ()(y) 0.084 (b)()
2 1464(3) 1.062 1412 (a) 1194 0.322 0.228 1052 1.032 0.095 (a) 0.076
3  1100(a) 1121 1.022 (a) 1177 0.328 0.250 0.999 0.987 0.070 0.064
Panel C: Upper (N=106) and lower (N=53) limit hits
Upper L ower Upper L ower Upper L ower Upper L ower Upper L ower
-3 0745 0.704 (¢) 0.593 0.581 0.835 0.774 (¢) 0.898 0.884 0.048 0.081
-2 0729 0.666 0.560 0.663 0.766 0.864 0911 1.003 0.053 0071
-1 0834(x) 1.060 (X) 0.747 (y) 0.827 (x) 0.797 1118 (X) 0.943 0.817 (8 0.052 0.141 (x)
0 2433(x) 1984 (X) 2740 (X) 1756 (X) 0.809 2382 (X) 1313 (X) 0.806 0.247 (X) 0.367 (X)
1 21770 1319(a&@ 2128(KX 1176 (8)(- ) 0.845 1.178(a)(y) 0.936 (a)(.) 0.667(b)(b) 0.124 (8)(x) 0.208 (a)(- )
2 1232(a) 1.150 (a) 1.104 () 1042 0.859 1420 0.877 0.801 (2) 0.086 (a) 0.147
3 0972(a) 1109 0.844 (a) 0.826 (b) 0.848 1.054 (b) 0.805 0.859 0.075 (a) 0.100 (a)

Note: (@), (b) and (c) mean that the day t value is significantly less than the day t-1 value at the 1%, 5% and 10% level, respectively. (x), (y) and (z) mean that
the day t value is significantly higher than the day t-1 value at the 1%, 5% and 10% level, respectively. On day 1, the second letter refers to the comparison
between day —1 and day 1.
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Table VI

Spread decomposition
The adverse selection component €) and the fixed cost component (@) are estimated from the following two
equations.

5 5
G =3q+ .élbjD Pe-j + élgth_ j tte Dp=ap+ty [Dr - De.q)+1 ty+ny,
J: J:

where A p; is the price change for transaction t, g, is the signed trade quantity corresponding to the price change,
Dy is the indicator corresponding to the direction of atrade (+1 for a buyer-initiated trade and -1 for a seller-
initiated trade), and 0 is the residual. G, equals é times the average trade size divided by the daily average
closing price; G, equals & times the daily average number of shares outstanding divided by the daily average
closing price; o/P denotes the fixed component of trading costs as a proportion of the daily average closing
price. This table reports the means and medians of the cross sectional estimations prior to (Before) and following
(After) trading halts and limit hits. The t test and the Wilcoxon signed rank test are used to determine the
significance level of the differences between Before and After means and medians, respectively.

Mean Median
Before After Test t Before After W-test
Panel A. Good halts (N=32)
é* 10000 0.0028 0.0022 -0.90 0.0007 0.0002 -1.38
Cqg*100 0.0176 0.0144 -0.90 0.0090 0.0027 -129
Cn 0.8946 0.6036 -141 0.3180 0.2127 -142
a 0.0248 0.0196 -1.74* 0.0171 0.0140 -161
/P (%) 0.1766 0.1343 -2.45+* 0.1512 0.1184 -2.69***
Panel B. Bad halts (N=10)
é* 10000 0.0006 0.0002 -161 0.0002 0.0001 -1.68*
Cqg*100 0.0075 0.0030 -163 0.0026 0.0014 -1.38
Cn 0.6306 0.2442 -1.70 0.3114 0.1174 -158
a 0.0121 0.0118 -0.09 0.0087 0.0100 148
alP (%) 0.0985 0.0930 -0.29 0.0753 0.0808 158
Panel C. Upper hits (N=93)
é* 10000 0.0067 0.0069 0.14 0.0033 0.0043 0.68
Cqg*100 0.0492 0.0542 0.99 0.0292 0.0348 150
Cn 3.5087 3.3034 -0.40 0.8326 1.3469 -0.31
a 0.0292 0.0321 128 0.0197 0.0213 294 **
alP (%) 0.3532 0.3560 0.19 0.2750 0.2815 -045
Panel D. Lower hits (N=39)
é* 10000 0.0099 0.0122 094 0.0038 0.0036 117
Cqg*100 0.0443 0.0697 155 0.0283 0.0262 0.88
Cn 23125 3.0630 1.09 1.0046 10100 105
a 0.0542 0.0657 2.24** 0.0333 0.0355 2.23**
a/P (%) 0.3087 0.3909 2.25** 0.2756 0.3598 3.60***

(***) significant at 1%, (**) significant at 5%., and (*) significant at 10%
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Table VIl
Delayed price discovery: Price continuations and rever sals

This table reports the total proportions of price continuations, reversals, and no change for limit hit (upper and
lower) and trading halts (good and bad news). We apply the Kim and Rhee (1997) method. We examine daytime

return (rtd) for the event day (day 0) and the immediate following overnight return (r," ). The daytime return is
the open-to-close return measured by In(R° / R°) and overnight return represents closeto-open returns

measured by In(RS, / P°), where P® and P° denote closing and opening prices respectively and t represents

the event day. We examine daytime return for day t and the immediate following overnight return. Stock returns
can be positive (+), negative () or zero (0). For upper limit hits and good news halts, we classify the set of

{[rd ,1,"10[+,+],[0,+]} as price continuation, the set of {[rd M 100+,A1004],[-4,[-,0], EA} as price reversals,
and the set of {[r ,r,"10[+,01,[0,0]} as no change. For lower limit hits and bad news halts, we classify the set of
{[rd 1" 10[--1[0-]} as price continuation, the set of {rd L 100-41L[04][+,],[+,01, [+,+]} as price reversals,

and the set of {[r¢ ,1,"10[-,0],[0,0]} as no change. In the trading halts sample, we remove those with trading
resumption on the next day’ s open because of the lack of closing price on trading halt day.

Trading halts Limit hits Binomial Test (Z value)
Good news Bad news Upper L ower Good news  Bad news-
(N=32) (N=13) (N=106) (N=53) -Uppe L ower
Price behavior
Continuation 044 0.31 0.65 011 -150 0.77
Reversal 0.53 0.69 0.27 0.83 175 -0.985
No change 0.03 0.00 0.08 0.06
Binomial Test (Z2)
Continuation - -0.52 -1.29 3.42%** -3.78%**
Reversal

Note: (***) significant at 1%, and (*) significant at 10%.
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Table VIII
Return behavior around trading haltsand limit hits
This table reports the Daily Average Abnormal Returns AAR) and Cumulative Average Abnormal Returns (CAAR) around trading halts and limit hits. The

abnormal returns are estimated from market-adjusted returns. Excess returns are calculated for a study period of £10 trading days around the event date (day 0).
Event date is defined as either the trading-halt day or the limit-hit day. We use both t-test and the Wilcoxon signed rank test (Z-W) to determine whether the AAR
and CAAR are significantly different from zero.

Trading halts Limit hits
Good news (N=49) Bad news (N=17) Upper (N=106) Lower (N=53)

Day AAR (%) t-test Z-W AAR (%) t-test Z-W AAR (%)  t-test Z-W AAR (%)  t-test Z-W
-10 0.219 0.79 0.67 -0.533 -1.60 -1.49 -0.548 -1.74* -2.13%* -0.382 -0.92 -1.76*
-9 -0.504 -2.06** -2.36%* 0.569 101 0.97 0.273 0.89 0.55 -0.210 -049 -0.62

-8 -0.008 -0.02 -0.30 1401 147 111 -0.257 -1.09 -1.22 -0.881 -2.38** -2.54%*
-7 -0.118 -0.39 -0.50 -0.039 -0.08 0.26 0.011 0.05 -0.19 -0.008 -0.03 0.06

-6 0.699 170* 138 0.763 122 0.78 0.583 1.75* 104 0.835 2.47%* 2.68***
-5 0410 139 116 -0.057 -0.09 -0.07 -0.782 -2.56** -2.04*** 1404 3.77x** 3.22%**
-4 -0.102 -044 -0.62 0.014 0.03 0.26 0.084 0.27 -0.22 -0.040 -0.10 -0.16

-3 0.376 0.90 -0.22 0.829 1.66 163 -0.038 -0.12 -0.31 -0.263 -0.81 -094

-2 0.108 032 -0.38 0.960 2.42%* 2.11** 0.174 0.56 0.70 0.110 0.33 0.79

-1 0.809 2.16%* 2.02x* 0.357 0.60 0.50 0.958 2.26** 114 -0.231 -0.48 -0.26

0 4.433 3.37***  440%** 0412 071 054 10.744 18.18***  8.60***  -5286 -6.77%** -5 AQ***
1 2313 3.34***  282%** 0825 -155 -1.49 -0.618 -1.45 -1.97** 0.266 031 118

2 -0.493 -1.67* -1.64 0.397 0.56 0.07 -1.259 -3.94%**  -4,02%** 0421 -081 -0.83

3 -0.6%4 -2.18** -2.06** 0.614 129 0.64 -0.364 -1.38 -1.12 -0.366 -0.87 -1.11

4 -0.120 -0.38 -0.60 -0.024 -0.05 -0.12 0.063 021 -0.46 -0.064 -0.16 -0.36

5 -0.045 -0.16 -0.20 -0.767 -1.49 -1.44 0314 103 0.52 -0.215 -0.66 -0.76

6 -0.333 -1.29 -1.13 -0.207 -0.73 -0.21 -0.170 -0.63 -0.98 -0.359 -0.96 -1.54

7 -1.070 -3.19%**  -345%**  -0445 -1.37 -1.35 -049%4 -1.71* -1.80 -0.757 -1.79* -1.85

8 0.303 0.75 0.16 0.169 0.32 0.64 0.081 0.27 -0.46 0.864 2.05** 2.08**
9 0.175 0.74 0.70 -0.701 -1.43 -1.02 0.065 0.24 0.33 1.249 3.06*** 2.67%**
10 -0.426 -1.66 -1.27 0.058 013 0.78 0.162 0.60 0.35 -0.143 -0.37 -0.31
(-5,-1) 1.602 1.96* 122 2102 165 173 0.395 042 -0.26 0.979 102 1.05
(+1,+5) 0.962 0.99 0.78 -0.605 -0.41 -0.17 -1.864 -3.10***  -3.26***  -0.799 -0.69 -0.05

Note: (***) significant at 1%, (**) significant at 5% and (*) significant at 10%.



TablelX

Summary table on trading haltsand price limits performance

Category

Analyzed Variables

Trading halts

Pricelimits

Trading activity

Liquidity

Volatility

Price Discovery and efficiency

Frequency

Volume

Trading value

Relative quoted spread
Relative effective spread
Depth (shares)

Depth (€)
Daytimevolatility
High-Low

Standard deviation of
transaction prices
Standard deviation of
bid-ask midpoints
Price continuation
Abnormal returns

Increased

Increased

No change

No delayed price
discovery
Market is efficient

Increased

Decreased

Increased

Overreaction observed
from upper price limit
Lower price limit has
cooling-off effect




